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1.

) ' §AMPLE FINAL EXAMINATION FOR MATH 105

;Shor,ta—Answer Questions, Put your answer in-the box provided but show your work also.

- .JBach question is worth 3 marks, but not all quesi%ions are of equal difficulty.

(a) Let f(z,y) = 8z¥y¥. Find f(27,2) — 2f(z,9).

Answer:
. 8?
(b} Let f(z,y) = ze?¥ + y%. Evaluate EvE
Answer:
2z
@ |1t F(a) = /0 In(3 + sin £}, find F/(T).
Answer:

(d) Find the function f(x) for which f'(z) = % + 2% and f{1) = 2.

Answer:




(e) Identify and sketch the level curve corresponding to z = e of the function

o2 A2
z ="t

Label the axes of your graph and plot the coordinates of at least four points on the
level curve,

{(f) Use a Riemann sum with n = 2 and select the midpoints of subintervals to estimate the

1
area under the graph of f(z) = 5 v from 0 to 4.

Answer:

(8) Tind a bound for the error in approximating

1
f [e‘% + 31‘3] dax
o

using Simpson’s rule with n = § subintervals.

There is no need to simplify your
answer. Do not write down the Simpson’s r

ule approximation S

Answer:

(h) Find/-"zmd:c.

Answer:




Q) The Maclaurin series for arctan z is given by

o0 3;271-}—1
arctan x = I
g( ) 2n+1

which has radius of convergence equal to 1. Use this fact to compute the exact value

of the series below: -
Z (—-1)"
= (2n -+ 1)3"

Answer:

find the equation of the plane parallel to 3z — y 4- 4z = 13 passing through the point

M (2,1, —1).

Answer:

(k) Solve the differential equation

@" o :I;e"ﬂz--l:l{yz)l
dx

Answer:




() Let & be a constant. Find the value of k such that f(z) = kxt is a probability density
functionon I <z < 4.

Answer:

(m) Compute the cumulative distribution function corresponding to the density function
flr)=2(z-1),1 <z <2

Answer:

(n) TFind the variance of the random variable X whose density function is flz) = 5 \/_

1<z < 4 (You may need the fact that the expected value of the random variable X
above is L.)

Answer:




Full-Solution Problems. In questions 2-6, justify your answers and show all your work.

[ll] 2. 'T'his problem contains three numerical serics. For each of them, find out whether it
converges or diverges. You should provide appropriate Justification in order to receive

credit.
(a) )
S VR
k=1 \/]E
(b),

253 -2
Zm“r“

{c)
28 (k1)?
Z K

[( l}' 3. {a} Compute the following indefinite integral:

/sin(ln z)dz.

(b) Evaluate the following definite integral:

! 1
fwdx.



o LJ 4. (a) Find all critical points of the function

1
fzm,y) = zye’ + 53:2 - 2.

(b) 'C}assify each critical point you found as a local maximum, a local minimum. or a
saddle point of f(z,y). 1

[t 1) 8. The production function for a firm is f{x,y) = Sx%y%, where x and y are the number of units
of labor and capital utilized respectively. Suppose that labor costs $108 per unit and capital
costs $2 per unit and that the firm decides to produce 600 units of geods. Use Lagrange
maultipliers to determine the amounts of laber and capital that should be utilized in order to
minimize the cost. You need not show that your solution minimizes the cost.

() 6 Let

1 1 1 i- z—1
flz)=tim || =+ + P -
4 TE—OO 3 2+ (1 + _:E';_‘;‘-_l)?’ 94 (1 + 2 a:-—l)) 2 4 (1 + !ﬂ—-ln“:c——l!) n

"

where > B Find the equation of the tangent line to the graph y = f (z) at ¢ =2
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Hews

e ) j o
| Substituting in z = €, we find that e = ¢* *%". Hence, 1 = z? +4y?. This
is an ellipse. The sketch, with four labeled points, looks like:

gofjution =,



f) =4 -2 Tl va(
7[(1) {(5) vxz/
3 (1

Hf
A
(e ) | 'I he fourth derivati
r ivative of the integrand is f
16 on [0, 1], the error is bounde(?ioby f(ig 10%(?& z)f(AS)/ISi)Gi iﬁ/sggge l(f;{)(l)( s
e } e
W) (St e S 5 0%
o @;‘, et s (:r’;") o

Z’"—(?mﬂ)j Wé’"(zvm ()" ﬂf@%‘” Q”ﬂ

=5 oecun(75 )25 (F).

{j Smce parallel plancs share the same normal vector, the equation has to
have the form 33 — y + 4z = C for some C. Substituting in (2,1, —1), we find that

C=3.2-1+4 -1=1

So the equation is 3z — y +4z = 1.

W) St G) 7 [TA TS



URSRT e LS ( b () <2 (o 4
F&) J () dike o 2RO

m] e mw{

i'ho""‘""f‘(‘)-: [~24C 2 c?./ R

(m)
o [3)f 1

Home

f/»{ﬁ“ £ - (3)_) (m 51 4‘7(

’"(7‘ 9

Since the summands are positive and decreasing with k, we may apply

2 (& .
the integral test. Accordingly we compute
/ We‘f dz = 2/ e du = 2¢”
1 1

Since the integral above is convergent, the series is conver gent as well

Lb Set |
. k2K 42 by
P Rk LA

Since
kS — 2k + 2k 1w-%+l
=140,

im 2% = 1
— o= Il e
ksoo kB KP4k k~+oo i+ k-i +

by the limit comparison test, Y, ax and ), by either both converge or both diverge
But 3", b is the harmonic series which diverges. 5o 2o e diverges as well.

(&
t 7 By the ratio test,

2Lk r1y2
TTRRRET 2(k 4 1)*
m e = Jim :
28 (k)2 koo (2k + 1)(2k -+ 2) ) <1

k300

Qi1

lim 4= =

k-v00 @

which means that the series converges.
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(0\7 . For simplicity, we suppress constants of integration until the later steps.

Substitution of In(z) = u. Then du = & and dz = zdu = ¢“du
Therefore

[ sin{In(z)) dz = / sin{u)e” du
Integration by parts: |
/ sin(u)e® du = sin(u)e” — / cos(u)e” du
Integration by parts (again):
/ cos(u)e® du = cos;(u)'e“ + ] sin(u)e* du
Solving for the integral [ sin(uje* du.
]l sin(u)e” du = sin(u)e” — fcos(u)e“ du
= gin{u)e® — cos(u)e” — f sin{u)e” du

Therefore,
/ sin(u)e* du = %(sin(u) —cos{u)) +C

Final step.
fsin(ln(m}) de = /sin(u)e“ du

= %(sin(u) —cos(u)) +C

il

g(sin(ln(m)) — cos(n(x)) + C

d)] Partial fraction of the integrand:

2%~ 5z 46 (z—2)(z-3) S T2 73

5o Solving for A and B: A+ B =0 and 34 -~ 23 = 1. Hence, A= —1 and

Y Solving the integral

‘/‘1-—1-_-d2:—'/1 1 1
0372“5:234*6 0$__3““;“—"__2d$

_/1 Ly /1 1
— :- z.g
0 r—3 0 CE—‘QdCE

= (Info — 3])g ~ (In|z — 2[);
= In(2) — In(3) — In{1) -+ In(2)
= 21n(2) - In(3)

St
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(0\) The partials of [ are
fo=ye¥ 4z, fy = aye’ + xe¥ = ze¥(y + 1)
Y

For (z,y) to be a critical point we need f, = ze{y + 1) == 0, which requires that
cither y = —1 or x = 0 (since ¢¥ is never 0).

In the case y = —1 we have f, = ye¥ 4 2 = ~1/e 4z =0, so that z = 1/e. This
yields the eritical point (1/e, —1).

In the case £ = 0 we have f, = ye¥ 4 1 = ye¥ = 0, thus y = 0. This yields the eritical
point (0,0).

There are exactly two critical points: (0,0) and (1 Je,—1).

C B) The second partials of f are
Joo =1, Joy = ¥(y + D, fop=2e¥(y+2).

We now test each point with the Second Derivative Test, taking ) = JoaFyy =~ f2 ”
T J Yy T
e Point (0,0): f., = Lfow=1, p=0s0D==1<0 This is a saddle point.
e Point (1/e, ~1): f,. = Loy = 0, fy = 1/e? so D = 1/e* > 0. This is a local
extremum, and since f,, > 0 it is a local minirmum.
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